


2.1 Allele Bounds
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A set of allele bounds determines the general direction in the search space which an individual takes by

defining the range in which the bounds’ gene may find a profitable point. Moreover, if an increase in a gene’s

value due to hill-climbing effects an increase in the individual’s fitness then presumably moving in the

immediately opposite direction would prove detrimental to the individual’s fitness. The S-SR operator looks for

a mate which contains genes whose alleles lie between the corresponding gene’s allele bounds in the first

parent. The neighbour containing the most such ‘desirable’ genes is selected as a mate and one offspring is

produced which consists 



3 Experiments

3.1 Functions Used

In order to assess the performance of S-SR in relation to standard one-point crossover, various optimization

problems were used, as represented by the following functions.

The first three, to be minimized, are the last in a suite of five functions originally constructed by De Jong [3]

and which were intended to represent common difficulties among optimization problems in an isolated manner.

F1  De Jong’s F3  has a single optimal value of  0, and is defined by
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for                                                               -5.12 ≤ xi ≤ 5.12.

F2 De Jong’s F4 is ‘noisy’: random Gaussian noise is added to its value every time it is evaluated, and is

defined by
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for                                                                -1.28 ≤ xi ≤ 1.28

F3 De Jong’s F5 has a global minimum of 0.002 - although there are many subo
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F6  To simulate a multi-peak problem the following constrained function was defined by Keane [5].
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(a) F4                                                                                               (b) F5

(c) F6                                                                                               (d) F7

Figure 3: results for runs using mutation method 1

(a) F4                                                                                               (b) F5

(c) F6                                                                                              (d) F7
Figure 4: results for runs using  mutation method 2
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(a) F4                                                                                               (b) F5

(c) F6                                                                                              (d) F7

Figure 5: results for runs with S-SR using  mutation methn 



        

(a) F4                                                                                                  (a) F4

        

(b) F5                                                                                                  (b) F5

        

(c) F6                                                                                                   (c) F6

           Figure 6: average performance of ordinary runs                     Figure 7: average performance of runs with local search

5 Discussion

On examining the results, particularly those gathered for functions F4 and F5 given their opposing

characteristics, it is encouraging u gherh5 gj
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significantly. Nevertheless, there would appear to be distinct optimum levels of hill-climbing for the different

functions: figure 6 illustrates that although reducing the amount of hill-climbing invariablu



That constructive crossover operations are still being carried out even at the very end of a run perhaps indicates

a slowing of convergence – despite the acceleration of improvement, and that, intuitively, the nature of the
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