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Chapter 1

Introduction

1.1 Nuclear Magnetic Resonance in Medicine

The use of Nuclear Magnetic Resonance (NMR) in medicine allows us to ‘see’ what is going on

inside the body without carrying out invasive surgery or inserting optical instruments. NMR is

not unique in this; there are other techniques for imaging the body such as X-rays and ultrasound.

However, unlike other methods, NMR makes it possible not only to visualise anatomical struc-

ture with magnetic resonance imaging (MRI), but also to investigate physiological function with

magnetic resonance spectroscopy (MRS). The extra dimension of information offered by magnetic

resonance spectroscopy and also the fact that the technique has no known harmful effects makes

NMR a unique and powerful imaging technique for clinical medicine.

NMR is concerned with the behaviour of atomic nuclei and their interaction with electromag-

netic radiation. Certain nuclei, for example those of hydrogen (1H), carbon (13C) and phosphorus

(31P) ‘resonate’ when exposed to electromagnetic radiation at a particular frequency. This fre-

quency is dependent on the type of nucleus and also on the intensity of the surrounding magnetic

field. An NMR signal is produced by inducing nuclei of interest to resonate by exposing them to

a pulse of radiation at their resonance frequency, and then allowing the nuclei to relax when they

will release radiation at this same frequency. Because the strength of the resulting signal will de-

pend on the number of nuclei present, it can be used to give a measure of the proportion of nuclei

in a sample.

MRI depends on the fact that it is possible not only to obtain a measure of the nuclei resonating

within a sample but also to spatially encode this measure. MRI is normally based on the 1H nucleus

(proton) and uses the fact that living tissue is largely composed of water, which in turn contains

protons. The relative number of protons in different locations in a sample can be deduced from

the NMR signal and displayed as an image. MRI was developed in the 1970’s and has recently

progressed to being a major imaging modality in clinical medicine. It has the advantage over the

other most common form of imaging, X-ray, in that it does not, as far as is known, cause any harm

to the patient. It has proved particularly successful in visualising organs such as the brain, where

it can often eliminate the need for investigative surgery.

MRS is based on the fact that a nucleus will resonate at a slightly different frequency depend-

ing on its molecular environment. This phenomenon, known as ‘chemical shift’, is due to the fact

that atoms and molecules surrounding a nucleus produce a shielding effect which influences its
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local magnetic field. The relative numbers of nuclei resonating in different molecular sites in a

sample can be deduced from the NMR signal. The peaks in the NMR spectrum represent nuclei

resonating at slightly different frequencies, and the quantities of certain substances can be calcu-

lated by measuring the area under each peak. MRS is widely used tool in analytical chemistry

where it is used, for example to elucidate the chemical structures of molecules. However it is

not limited to the chemical laboratory as it can also be used to study living tissue. Spectra can

be obtained in vivo allowing detailed biochemical information to be obtained non-invasively from

patients.

MRS provides a unique means of observing living biochemistry in situ and thus has great po-

tential as a clinical tool. However, while it is now widely used as a research tool, its use in clinical

medicine has been so far slow to develop. This is partly due to the high cost of acquiring in vivo

data and also because difficulties associated with obtaining a signal from living tissues, especially

at the low magnetic fields acceptable for human patients, may make accurate quantification of the

metabolites represented by the spectra very difficult.

Another reason that MRS is not yet widely used in clinical medicine is that spectral analysis

and interpretation is a very time-consuming task which requires considerable expertise by a highly

trained operator. In recent years the advances in technology have resulted in a huge information

explosion, but, while it has become much easier to collect and process data, the development

of methods for extracting meaningful and useful information has lagged behind. MRS is a good

example of this; extremely sophisticated techniques have been developed for collecting MRS data,

but relatively few for automating the analysis and interpretation of this data once it has been

obtained.

Although there are a number of computer-based methods available for analysing spectra, most

of these still need considerable interaction by the user in order to determine which metabolites are

present in the spectrum, and in which proportions. Once the metabolites have been quantified it is

up to the user to apply an understanding of biochemistry to draw conclusions from the composition

of the sample about the probable nature of the tissue. The time and expertise required for the

currently available methods to analyse and interpret spectra in vivo have contributed to the fact that

MRS has remained primarily a research tool, despite its great potential for clinical applications.

If MRS is to realise its full potential as a clinical tool it will be essential to have reliable

automated methods for analysing and interpreting MRS data. In particular it will be necessary to

have methods which are specifically targeted to providing the kind of information that is required

for clinical use. Developing and investigating such methods is the aim of the work described in

this thesis.

1.2 Analysis of Spectra for Clinical Applications

In order to develop methods specifically targeted to providing the kind of information that is re-

quired for clinical use, it is first necessary to consider what kind of information will be needed,

and what questions will need answering. As in all areas of data analysis it is important to match

the methods of analysis to the specific questions to be addres
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Chapter 2

Nuclear Magnetic Resonance Theory

Nuclear Magnetic Resonance (NMR) is concerned with the paramagnetic behaviour of atomic

nuclei and their interaction with electromagnetic radiation. Certain nuclei, such as the 1H nucleus

(the proton) and the 31P nucleus, have nuclear spin – we can think of a nucleus as spinning around

its own axis in the same way that the Earth turns around its axis, with an associated angular

momentum. The spinning of these charged particles generates a magnetic moment along the axis

of spin so that the nucleus can be regarded as a tiny bar magnet with its axis along the axis of

rotation [
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� Allow the nuclei to ‘relax’ – that is return to equilibrium. As they do so they emit radiation

at the same frequency at which it was absorbed and this can be picked up as a signal. This

signal, called the free induction decay (FID) signal, provides the information to create an

image or spectrum.
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Intensity

(a)

Intensity

(b)

Frequency

Figure 2.1. 13C FID signal (a) and spectrum (b) from a human thigh

ability to acquire images that reflect the spatial distribution of metabolites. Localised spectra usu-

ally take longer to acquire than spectra obtained using a surface coil, and interpretation of spectra

is generally more difficult, since the signal-to-noise ratio is lower and a necessary time delay in

acquiring the signal may result in distortion of the shape of the spectrum [Wang, 1992].

It can be seen that some of the peaks in the above spectrum appear to be duplicated, for

example the pairs of peaks in the group of four peaks towards the left-hand side of the spectrum

look remarkably similar, and also the large group of peaks towards the right-hand-side appear to be

symmetrical about the largest peak. This is due a phenomenon known as spin-spin coupling, where

the spectral resonance arising from the same component is split into two or more components. This

splitting is caused by an interaction between neighbouring nuclear spins which is transmitted by
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narrow signals from metabolites which have a high degree of m
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change of θ corresponds to a manipulation of each data point according to the following equations:

r2 =�i1sinθ+ r1cosθ (2.4)

i2 = r1sinθ+
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2.5 Clinical Applications of MR Spectroscopy

MRS was first developed in the 1940’s and it has become a well established and important tool

in analytical chemistry where it is used, for example, for elucidating chemical structures of com-

pounds. The potential of MRS for biology was also appreciated around this time, but experiments

were limited in scope by the relatively poor quality of the instrumentation that was then available.

With the development of high-field superconducting magnets in the late 1960’s together with the
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tomley, 1989] [Weiner, 1988] [Vine, 1990].

2.6 Spectral Analysis

2.6.1 Problems Associated with in vivo Spectral Analysis

One of the great advantages of MRS for medical applications is that it allows us to obtain in-

formation about the metabolic composition of living tissues in situ. However, the fact that these

signals are obtained in situ presents considerable difficulties, both with acquiring the signals and

extracting the relevant information. The fact that it is impossible to control all the conditions of an

examination carried out in vivo means that the signal may contain unwanted artefacts, for example

those due to the movement of the patient, which effectively changes the sample which contributes

to the MR signal. Another problem is that while it may be possible to focus on a specific region

it is often not possible to focus on a specific tissue. Because the size of smallest region that can at

present be examined effectively by human in vivo MRS is approximately 2 cubic centimetres it is

likely that signal from any region will include other signals in addition to those from the required

tissue, for example signals from neurons and blood cells [Bock, 1994].

Some of the problems with spectral analysis affect experiments carried out both in vivo and

in vitro. One such problem occurs when the number of metabolites that can be observed is large.

This leads to a crowded spectrum with many possibly overlapping peaks. If these peaks are too

close together, it may be difficult both to identify and to subsequently quantify them. This problem

may be particularly severe for 1H spectra where the ppm range is relatively narrow (8 ppm).

Another problem is due to the fact that MRS is “not exceptionally sensitive” [Spisni, 1992].

The sensitivity, which can be expressed in terms of the signal-to-noise ratio of the spectrum, is

dependent on several factors. These include the strength of the applied field B0, the design and

performance of the NMR instruments and the time taken to accumulate the data. One of the main

factors that accounts for the low sensitivity of NMR is that the interaction between the nuclei and

the magnetic field is weak, that is the amount of energy absorbed is low. This means that the

amount of energy released is also low leading to a weak signal. Different nuclei have different

sensitivities. Also the abundance of a certain nuclear isotope may be low, e.g. 13C which has a

natural abundance of only 1.1%.

Because of the limitations imposed on acquiring a signal fro
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Several other interesting methods have been proposed for spectral quantification, which have

yet to prove their worth. Example are the use of wavelets for quantifying overlapping resonances

in the time domain data [Serrai et al., 1995], and PCA for quantifying individual peaks [Stoyanova

et al., 1995].

The Pattern Recognition Approach

The disadvantages of spectral analysis based on interactive peak quantification are obvious. Firstly

such measurements may not be accurate, owing to problems such as baseline distortions and over-

lapping peaks which make quantification very difficult. In addition they require subjective judge-

ments by the operator, and the results from different operators may be very different. In addition

they are very time-consuming. Fully automated methods are clearly desirable and the newer meth-

ods such as time-domain fitting can overcome some of the problems. However most of these still

require that the metabolites of interest are specified in advance, and thus only information from a

specified part of the spectrum is used.

The methods that have so far been discussed for spectral analysis have the specific purpose



Chapter 3

Analysis of in vivo Magnetic Resonance Spectra

Using Pattern Recognition

3.1 Introduction

‘An important part of scientific activity consists in gathering data which are mostly

the result of measurements. In fact, modern analytical chemical and physical measur-

ing methods provide an ever increasing amount of information. In medicine, clinical

examination and complementary investigation, e.g. biochemical analyses, result in a

large amount of data which allow the investigator to draw as complete as possible a

picture of the physiological (normal or abnormal) state of the patient. Whereas the

assembling and storing of data has steadily increased since the availability of modern

computer data-acquisition methods, proper target-interpretation of these data has

received poor attention so far, resulting in a rather poor utilisation of the available

information [Coomans and Broeckaert, 1986].

Although the passage quoted above was published in 1986, it could have been written about clin-

ical MRS in 1996! Recent advances in technology for acquiring and processing MR signals in

vivo have made it possible to obtain important information about the physiological composition of

living tissue. However, while much effort is being applied t
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Alternatively they may be used to show how typical or atypical a spectrum may be compared

with others in the group.

� Pattern recognition is a computer-based approach, which can deal with a large amount of

data and is well suited to the analysis of large and complex data files. Automated methods

are desirable, not only because they are far less time consuming, but also because they offer

an objective and unbiased method of analysis.

� Pattern recognition, because it is concerned with finding the best patterns to discriminate

between classes of data, can provide alternative methods for quantifying spectra using fea-

tures other than explicit peak measurements. This can be very useful for spectra acquired in

vivo
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natural language and programming languages. As in language theory, patterns are described as

sentences which are analysed by parsing. Typically syntactic PR approaches formulate hierarchi-

cal descriptions of complex patterns built up from simpler sub-patterns [Schalkoff, 1992].

3.3.3 The Neural Approach

The neural pattern recognition approach uses artificial neural systems termed neural networks

for classifying data. Neural networks are computer-based systems which model the way that

biological neural systems manipulate information. Neural networks have the ability to handle

large amounts of data, and to form rules and discover patterns within them. The basic design is

very simple: a neural network consists of a number of ‘nodes’ which emulate the neurons. Each

node receives a number of inputs. The feature vector provides the input to the first layer of units.

For subsequent layers, the inputs come from the outputs of units in the preceding layer, which are

modified by weighted connections. The output of a unit is determined by the sum of its inputs and

a threshold function. The weights are iteratively adjusted using a learning algorithm to optimise

the output of the network according to some cost function. Typically a network will consist of two

or three internal layers (hidden layers) [Bishop, 1995].

3.3.4 Multivariate Analysis

The methods used for statistical pattern recognition form a subset of methods used for multivariate

data analysis which is the application of statistical techniques to multivariate data. While some

multivariate techniques are extensions of univariate statistical techniques, for example multiple

regression methods, or multiple analysis of variance, the majority of multivariate techniques have

been developed to deal with the special problems of dealing with multidimensional data, and thus

may be very appropriate for pattern recognition problems. Many of these methods are devoted to

combining or reducing the variables while keeping the basic structure of the data intact (reduction

of dimensionality) [Krzanowski, 1988] [Everitt and Dunn, 1991].

3.3.5 Chemometrics

‘Chemometrics’, a term coined in 1972, can be defined as ‘the chemical discipline that uses math-

ematical, statistical and other methods employing formal logic to design or select optimal mea-

surement procedures and experiments, and to provide maximu
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pursued when it became apparent that the wavelet transform (see section 3.5.3) provided a quick

and successful method for condensing spectral shape information.



20 Chapter 3. Analysis of in vivo Magnetic Resonance Spectra Using Pattern Recognition

discriminant rules, depending on how the test set is chosen. If there are a large number of samples

it is usual to divide them into two groups and use one for training and the other for testing. If,

however there are only a few samples of known class it may be necessary to use what is known as

the ‘leave one out’ method for assessing the success of the discriminant rules. This method entails

using all the cases except one as the training set, and then using the excluded case as the test set,
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of discriminant analysis. Using probabilistic methods boundaries are constructed by estimating

density functions in the n-dimensional space, and then deriving a rule for allocating each object to

a certain class. If the true probability density functions of all the classes are known, the optimal

decision rule for classifying an unknown object X is to allocate it to class i if

P(X jgi)P(gi) > P(X jg j)P(g j) f or all j 6= i (3.1)

where P(gi) is the probability of an object belonging to group i and P(X jgi) is the probability of

getting a set of measurements X given that that object belongs to group i. This rule is optimal if the

true probability density functions of all the classes are known. However in practice the densities

P(X jgi) will be unknown and must be estimated from the training data.
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chemical analysis of MR spectra was reported as early as 1971 when Kowalski and Reilly used

LDA to develop a classification rule to distinguish between ethyl, n-propyl and iso-propyl groups

from a training set of 1H spectra [Kowalski and Reilly, 1971]. In this study the whole spectrum

rather than selected frequencies was used and the spectra were pre-processed using autocorrelation

methods before classification. LDA has been used by a number of groups applying PR techniques

to medical MRS data, obtained both in vitro and in vivo. [Preul et al., 1994] and [Hagberg et

al., 1995] used LDA to classify glial brain tumours on the basis of metabolite measurements i.e.

peak measurements from 1H spectra obtained in vivo. In both studies the tumours were divided

into three grades on the basis of biopsy data and good separation was obtained between the three

groups. A group from the Institute of Biodiagnostics in Winnipeg have used LDA in a number of

studies using MRS data of various biopsies. They have shown that the technique can be used to

successfully classify 1H spectra of various diseases including thyroid neoplasms [Somorjai et al.,

1995b], cervical dysplasia [Nikulin et al., 1995] [Friesen et al., 1995], human brain neoplasms

[Nikulin et al., 1995], and colorectal cancers [Somorjai et al., 1995a].

Nonparametric Discriminant Analysis

The nearest neighbour method The nearest neighbour method is one of the simplest nonpara-

metric method of classification. In this method the decision for assigning an object to a particular

class is made by comparing its measurement vector with each of the vectors of the training set.

The distance (generally the Euclidean distance) between the object’s vector and each vector in

the training set is computed and the lowest of these is selected. In a more sophisticated version

of this, called the k-nearest neighbour method, the k nearest samples are selected and the object

is allocated to the class to which the majority of the k samples belong. Although this method is

mathematically simple, the computational cost of calculating the distance of every vector in the

training set can be very large [Duda and Hart, 1973].

Kernel Methods Kernel methods (also called potential methods) of density estimation are non-

parametric decision methods. They differ from the parametric methods of density estimation in

that the conditional probability densities are not assumed to come from a known parametric fam-

ily [Silverman, 1986]. Instead the shape of the probability distribution function of a given class

is estimated on the basis of measurements of the training objects and by means of direct density

estimation [Coomans and Broeckaert, 1986]. The density function is estimated using kernel func-

tion K which satisfies the condition
R

K(x)dx = 1. Usually (but not always) K will be a symmetric

probability density function such as the normal density. The kernel estimator with density K is

defined by

f̃ (x) =
1

mh

m

∑
i=1

K(

x�Xi

h
) (3.5)

where h is the window width, m is the number of samples and X1 : : :Xm are the values for each

sample [Silverman, 1986]. K acts as the shape parameter and h is a smoothing parameter. For

most applications K is fixed while h is specified as a function of the data [McLachlan, 1992].

The advantage of these methods, as with any nonparametric method are that no assumptions are

made about the probability density functions. They should therefore perform better if the data

does not come from the distribution that has been assumed by the parametric methods. The dis-

advantage is that a large number of calculations may be needed to estimate the density functions

for high-dimensional data. Also the choice of the smoothing parameter h can strongly affect the

performance of the classifier.

To my knowledge, kernel methods of density estimation have not been used for classifying

medical MRS data, probably because they need a densely populated feature space to estimate the

probability distributions, thus requiring a large number of samples. The use of kernel methods of
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density estimation in chemistry has not been widely reported. [Coomans and Broeckaert, 1986]

give a very comprehensive review of medical and chemical applications of these methods. The

nonparametric methods in general need a much larger
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done using computer-based methods for discriminating between different classes or for finding

groupings and clusters in data. These methods are needed if the data has many variables, since

it is very difficult for the human analyst to visualise and interpret high-dimensional data. How-

ever, if the dimensionality can be reduced to two or three variables it may be possible to discern

natural groupings in the data by eye, after plotting these values on a scatterplot. We can also see

whether these groups are linearly separable, that is whether a straight line or, in the case of three
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Broadly speaking, features are any extractable measurements that can be used for classifica-

tion; their choice may involve pre-processing the data very little, for ‘low-level’ features, or may

necessitate a large amount of pre-processing for ‘high-level’ features. This choice will involve a

trade-off between the computational feasibility of using low-level features compared with the in-

evitable loss of information involved with the extra processing for higher level features [Schalkoff,

1992].

The terms feature extraction and selection are somewhat ambiguous and are often used syn-

onymously, especially in literature on statistical pattern recognition e.g. [Fukunaga, 1990]. In this

thesis the term feature extraction is used to describe the whole process of extracting suitable mea-

surements from the ‘raw’ data through to developing the discriminant rule. Feature selection is

used to describe the process of selecting which subset of measurements to use in the classification

algorithm and feature reduction is used to describe reduction of features by combining the original

variables into a smaller set of new variables. Another somewhat ambiguous term is pre-processing.

In this thesis this term is used for any processing of the Fourier transformed datapoints prior to

extraction of measurements from the spectrum.

While the number of initial features may be very large, the underlying dimensionality of the

data, that is the intrinsic dimensionality [Fukunaga, 1990], may be quite small. Thus it is generally

possible to partition the feature space into subspaces of signal and noise. The goal of feature
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reducing dimensionality when the data can be explained by a small number of underlying factors.

The third method, the wavelet transform, has proved to be an extremely successful method of

compressing many types of data and is a useful method for feature extraction for ‘peaky’ data such

as spectra. The fourth method SELECT is a combination of feature selection and feature reduction,

the aim being to provide uncorrelated features for classification. Finally I discuss two methods,

non-linear mapping, and projection pursuit that may be useful for reducing the dimensionality for

data display.

Principal Component Analysis (PCA) One of the most simple and commonly used statistical

method for reduction of dimensionality is principal component analysis (PCA). PCA operates by

transforming the original variables into a new set of uncorrelated variables called principal com-

ponents (PC’s). These new variables are linear combinations of the originals derived in decreasing

order of importance so, for example, the first PC accounts for as much as possible of the variation

in the original data. If the original variables are highly correlated (effectively ‘saying the same

thing’) the first few PC’s will account for most of the variation and the remaining PC’s can be

discarded with little loss of information. Ideally the first few components will be intuitively mean-

ingful, will help us understand the data better, and will be useful in subsequent analyses where we

can operate with a smaller number of variables. In practice it is not always easy to give ‘labels’ to

the components and their main use is to reduce the dimensiona
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no class knowledge. This means that no selection bias will be introduced if the test set is used in

the feature selection process, as will normally be the case when the leave-one-out method is used.

However, a disadvantage of selecting the PC’s on the basis of the variance they explain is that

they may not necessarily provide the best features for classification. It is quite common in practice

to find that the vector which is most highly correlated with class is one corresponding to one of

the smaller eigenvalues [Miller, 1990]. Another disadvantage of this technique is that it is sample

dependent and can be unstable if there are a large number of variables compared with samples.

Subsequently the inclusion of one or two extra samples may completely change the composition

of the PC’s. [
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automatically extracted from each spectrum by segmenting it into consecutive non-overlapped

regions and integrating the signal intensity in each region.

In another reported study [Confort-Gouny et al., 1993] used PCA to investigate correlations

between different metabolite measurements from 1H spectra of various brain diseases.

Factor Analysis Factor analysis is concerned with whether the covariance or correlations be-

tween a set of variables X = [x1; ::::xn] can be ‘explained’ in terms of a smaller number of unob-

servable latent variables or factors f1; : : : fk where k < n. The factor model is given by
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is due to the fact that it can be used to approximate functions/signals according to scale resolution

using a set of basis functions called wavelets. Wavelets allow a representation of the original func-

tion in which both scale and spatial information are retained. Many functions can be approximated

very closely using only a small number of wavelet coefficients. The wavelet transform may also

be used to represent economically, localised features of interest in a signal, which makes it an ideal

candidate for extraction of features for classifying spectra. The wavelet transform is not strictly

a method of statistical pattern recognition, rather it is a pre-processing method which allows the

data to be expressed more succinctly. However, since this is the aim of feature extraction it is

appropriate to include it in this section.

The use of the wavelet transform for feature extraction can be described in a number of ways.

It can be used as a filtering technique for removing the high frequency components from the data,

or used as a method for representing shape information in a succinct way. Alternatively, it has

excellent data compression properties.

The Discrete Wavelet Transform (DWT) transforms a data vector of length n into another

vector of length n wavelet coefficients using a set of n orthogonal basis functions called wavelets.

Each wavelet coefficient is calculated by taking the dot product of the data vector with one of

the basis functions. The set of basis function is derived from a single function (often called the

‘mother wavelet’) by a series of dilations and translations. The DWT is similar to the Fourier

transform in some respects but, unlike the sine and cosine basis functions of the Fourier transform,

wavelets are localised in space as well as in scale.

In order to discuss the advantages of the DWT it is useful to compare it with the windowed

or short time Fourier transform, since this has been one of the most popular classical techniques

for pre-processing data with localised features
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from geophysical data. The first (and as far as I know the only) reported use of the DWT for

classifying spectral data is by [Bos and Vrielink, 1994], who used wavelets to classify IR spectra

of different compounds. In common with MR spectra, the relevant information in the IR spectra

is contained in the position and shape of the absorption peaks. This study showed that the wavelet

transform, due to its localisation both in position and scale, can extract this information in a concise

form and thus can be used to extract the salient feature from an IR spectrum effectively.
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so-called mapping error E [Massart et al., 1988] where

E = ∑
i< j

(di j �d�

i j)
2

di j

(3.14)

Non-linear mapping methods can be used to help determine the underlying dimensionality of

the data but are generally used to find the best two or three dimensional representations for data

display. Non-linear mapping was applied by [Gartland et al., 1991]. In this study of 1H spectra of

urine from rats PCA provided consistently better results than NLM in terms of discrimination of

toxicity types. The same group have more recently used this technique in a study of MRS data of

human urine [Holmes et al., 1994].

Feature Selection Methods

Feature selection is concerned with choosing the best variables to use in the discriminant function

algorithm. This has the advantage over feature reduction methods such as PCA in that the original

identity of the variables is maintained, which is important if we are trying to determine the dif-

ferences between groups. However, most of the traditional methods of feature selection assume a

small number of variables and may not be of much help for data s
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between the variable and the class of the object these coefficients may be used to select variables

for discrimination.

Apart from calculating these coefficients between individual variables with class, it is very

useful to calculate a correlation matrix for the complete set of variables, prior to choosing which

feature extraction methods to use. This is very useful both as an exploratory tool and also to

investigate whether methods that depend on the correlations between variables, for example PCA

might be appropriate. One of the features of in vivo MR spectra is that the peaks are relatively

broad, thus the number of values representing a peak may be spread over a number of datapoints

and these values will be highly correlated with one another. The same applies to datapoints from
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and quantifying the peaks semi-manually.

Each of the three groups mentioned above have developed techniques for automatically ex-

tracting values from the spectrum (see section 3.5.3). However, as far as I am aware, Howells

et al. are the only group to have applied an automated feature extraction technique to vivo data

[Howells et al., 1993b].

The previous work shows that either linear discriminant analysis, neural networks or data

display techniques, can be used successfully to automatically classify MR spectra obtained in

vitro for tissues displaying different types of pathology. A few studies show that this approach may

also prove successful for classifying in vivo data. However, as yet no fully automated technique

has been developed for this task. More powerful techniques for extracting features automatically

from the spectrum are therefore required. Investigating such methods is the main purpose of this

research.

3.7 PR Methods Used in this Research

This research extends previous work on in vivo MRS data by exploring methods for fully automat-

ing discrimination between spectra of different tissue types or classes. While studies using PR

techniques have been used for exploring relationships between features of spectral data, and also

for classifying MRS data, none have been explicitly aimed at exploring methods for fully auto-

mated feature extraction for classification, using no prior knowledge of the relative importance of

the resonance frequencies.

In this research the method of choice for discrimination was linear discriminant analysis. There

were two main reasons for this. The first was driven by necessity since the sample to variable ratio

of the test data made many of the other methods in this chapter impracticable. The second was

that it is generally preferable to try the simplest approach first, only going on to more sophisticated

methods if this doesn’t work. This approach was taken both for feature extraction and classifica-

tion. A potential problem of using more complicated techniques is that they may obscure the

results making subsequent interpretation much more difficult. Another problem is that the more

parameters that need to be estimated the more the analysis will depend on the test data and also

possibly the subjective judgements of the operator.

The approach taken for feature extraction was to select features purely on the basis of their

power to discriminate between different types of spectra, using no prior knowledge of biochem-

istry. These features were chosen using a combination of data display and statistical techniques.

First the spectra were plotted and examined individually for obvious differences between the

classes. Secondly a ‘mean spectrum’ for each class was created and displayed on the same plot, in

order to identify which regions or datapoints in the spectrum might provide the best discrimination.

On the basis of this preliminary investigation three types of features were selected

1 peak heights

2 spectral datapoints

3 wavelet coefficients

A combination of feature reduction and feature selection methods were then used to reduce

the dimensionality of the resulting feature vectors. These included PCA for feature reduction, and

correlation methods for selecting individual features. The methodology used is described in detail

in the next chapter.
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3.8 Summary

This chapter gives a review of the statistical pattern recognition methods that may be useful for

the analysis of clinical MRS data, and introduces the methods that were used in this research. In

the first section the two other approaches to pattern recognition analysis, that is the neural and

structural approaches, and some basic terminology, are discussed briefly. The main part of the

chapter is devoted to providing the motivation for using PR methods for analysing MRS data

together with a description of some of the methods that may be appropriate for describing and

classifying MRS data.

Spectral data can be described either by explicit peak measurements, or by other features such

as spectral shapes, or linear combinations of the spectral datapoints. Most of the methods de-

scribed here are appropriate for either choice of features. However, since the aim of this research

is to extract features for classification using the whole spectrum as the initial feature set, more

attention was paid to methods for feature extraction which can cope with a large number of data-

points compared with the number of samples. While some of the methods that were discussed are

general methods applicable to most types of data, also inclu
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4.2.1 Spectral Processing

The spectrum is obtained from the FID signal by Fourier transformation. A certain amount of pre-

processing will be necessary before pattern recognition analysis can be performed. The normal

steps for spectral processing are [Gadian, 1982]:

1. store the accumulated free induction decay on magnetic disc or tape

2. remove a possible dc component

3. manipulate the free induction decay by applying an expone
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It is possible to avoiding the problem of incorrect phasing by using the ‘absolute’ (or magni-

tude) spectrum

q

Fr(ωk)
2
+Fi(ωk)

2 (4.3)

However, the magnitude spectrum has broader lines than the absorption mode spectrum and

therefore increases peak overlap in crowded spectra [de Certaines et al., 1992]. Values from the

absolute spectra were investigated in this research but did not give nearly such good classification

results as features extracted from the phased absorption mode spectrum. This contrasts with in

vitro studies carried out by Somorjai and co-workers who report equally good results using ei-

ther the phased or magnitude spectrum for classifying biopsy data [Dolenko and Somorjai, 1995]

[Somorjai et al., 1995a].

Peak Alignment

A problem that must be addressed in order to make the spectra compatible for pattern recognition

analysis is the fact that resonance frequencies, and thus peaks, may have different positions in each

data vector, due to instrumental factors. This is normally rectified by selecting one peak which

is clearly identifiable in each spectrum and using this peak t
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On the basis of these decisions each spectrum can be aligned automatically using the following

steps

1. find the point with the highest value in the range [x j�m;x j+m]

2. set the index of this point to l1 +1,

3. shorten the data vector by removing the points to be discarded at either end of the original

data vector.

After alignment, each spectrum can then be inspected visually to ascertain that all the main

peaks appeared in the same positions in each spectrum.

To give an example of how the algorithm operates, consider a spectrum which has 1024 data-

points. After the initial investigation a clearly identifiable peak has been observed to always occur

within 15 points either side of position 400 in the vector of spectral datapoints. This peak is se-

lected as the reference peak, and the decision is taken to retain 100 points from the original data

vector to the left of this point (i.e. the lower indexed points) and 411 to the right of it, so the new

vector will have 512 points. The algorithm for automated alignment would then be as follows:

� find the datapoint with highest value in the region of the vector of spectral datapoints indexed

from 385 to 415.

� create a new vector with this point at position 101 and adjust the indices of all the other

points in the spectrum accordingly,

� discard all points whose new indices are < 1 or > 512.

This peak alignment procedure turned out to be one of the most time-consuming procedures

for the 31P data set – see next chapter for details – since it needed several iterations for the pro-

cedure to find a suitable subregion and peak. This involved examining each individual spectrum

several times. While it was possible to fully automate the alignment process, using the procedure

described above, for the data sets examined in this research, this may not always be possible for

other data sets. For example, the shifts between the individual spectra may be too large to ensure

that the peak chosen for alignment is always the highest within a specified region. If this is the
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� to sum the values in the data vector and then divide each value by this sum

� to sum the squares of the values in the data vector and divide by the square root of this sum.

The first procedure is equivalent to numerically integrating the spectrum and dividing each point

by this integral, the second normalises the data vector to unit length. In this work, the second

method was used, because the value of the divisor, and therefore the magnitude of the elements

of the first method, will be affected by the number of spectral datapoints with negative values. In

some spectra, for example those of 13C, some of the spectral datapoints will have negative values

due to coupling effects. In principle if there are large numbers of negative values, the integral and

thus the divisor could be zero. Indeed if there are a large number of points with a negative value

the spectrum can be turned upside down by this procedure!

4.3 Feature Extraction

4.3.1 Requirements

Feature extraction is concerned with finding the best patterns to discriminate and classify the

data. In the case of MRS spectra this means choosing appropriate measurements to represent the

spectra, and then finding which combination or subset of these measurements provides the best

discrimination.

If classification is the main aim, the feature extraction process will involve finding the repre-

sentation of the data which gives maximum discrimination, and therefore the best classification

results for the test set. However, for many applications, including this one, part of the purpose of

the feature extraction process will be to identify the biochemical differences between the classes.

For this purpose it will be necessary to be able to relate these features back to the original data.

It is thus important to try and find features which not only give good discrimination, but are also

meaningful. For this reason it may be desirable to pre-process the spectra as little as possible.

In addition to these requirements, the number of features that may be used is limited to the

number of samples in the training set due to the dangers of over-fitting that were discussed in

Chapter 3. Most authors, for example [Massart et al., 1988] [Kowalski and Wold, 1982], suggest

that for linear discriminant analysis the number of variables should be ideally be no more than the

number of samples divided by 3.

The feature extraction process is generally the most challenging part of the pattern recognition

process, since the methods used will be dependent on the particular type of data. This may mean

having to develop methods from scratch for this stage, rather than being able to apply standard

methods as we can for the processing and classification stages. While there are standard methods

available for processing the magnetic resonance spectra, and classification methods which can

be applied to a wide range of types of data, there are only a small number of standard methods

available for feature extraction, and some of these are only appropriate for data in which the
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4.3.3 Preliminary Investigations

Both data display and statistical methods, or a combination of the two, may be used to find dif-

ferences between classes of spectra. Methods of data display have the advantage that they give

an idea not only of where the differences lie, but also of how these differences might be best rep-

resented. If there are large differences between different groups of spectra these may have been

identified during the initial investigation when each spectrum was plotted after peak alignment and

phasing. This initial inspection is also important for identifying poor quality data, or outliers, that

is spectra which are very different from the rest of their group.

Less obvious differences between the classes may be investigated by creating a ‘mean spec-
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the basis of their power to discriminate between classes.

There are a number of choices at this stage ranging from using the complete set of spectral dat-

apoints to using a few selected peak heights. Approaches used in previous studies, which include,

for example, selecting regions of the spectra and either averaging the values of the datapoints in

this region or selecting the point with the highest value are reported in Chapter 3 (section 3.5.3).

Since feature extraction is one of the key topics of this research, I decided to use a more ‘intelli-

gent’ approach which involves selecting features purely on the basis of their discriminatory power,

only discarding features or datapoints at this stage if it seemed that they were not necessary for

discrimination.

Three types of spectral features were investigated in this research. These features were chosen

on the basis of the preliminary investigations:

1. peak heights

2. spectral datapoints

3. wavelet coefficients

Peak heights may be a reasonable choice of feature if their mean values differ between classes

and they are clearly identifiable. These can be extracted using the average spectrum for the whole

group as a template for the peak positions, and then automatically extracting the value of the

datapoints at these positions from each individual spectrum. The algorithm is as follows:

1. Plot the means of each datapoint for the training data.

2. Using this mean spectrum as a template to identify the position of the peaks – this can

be done either by visual inspection, or automatically using a peak finding algorithm, for

example [



50 Chapter 4. Developing an Automated System to Classify Spectra

4.3.5 The Discrete Wavelet Transform for Pre-Processing the Spectra

The preliminary investigations of both data sets examined in this study indicated that it may be

possible to classify spectra using patterns based on spectral shapes, either of individual peaks or of

combinations of peaks. This could be useful when the peaks are difficult to identify and quantify,
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26
�25

2 ) will represent a central feature at scale level 6. The shapes of the wavelets corresponding

to the coefficients at either end of a scale range will have slightly different shapes from the others

due to a wrap-around effect.

Transformation of a data vector using code written in C to implement the algorithm in [Press

et al., 1992] takes approximately 0.12 seconds of CPU time on a sun SPARCserver 4/690MP. The

steps used to carry out a DWT of the spectral datapoints are as follows:

1. Select a set of contiguous datapoints, whose number is a power of two, from the spectrum,

to provide a data vector of length 2n

2. carry out a DWT of this vector to produce a vector of 2n wavelet coefficients.

The values of this vector were then entered as variables for statistical analysis. Note that this

vector is the same size as the original vector of spectral datapoints. However, it is to be hoped

that it will be possible to discard many of these wavelet coefficients while retaining the important

discriminatory information. This process is described in the next section.

4.3.6 Feature Selection and Reduction

This stage is concerned with reducing the number of features that have been extracted from the

spectrum to a number suitable for the discriminant program. Since ideally the maximum number

of variables used for the discriminant function should be no more than the number of sample

divided by three, this may mean having to reduce the number of variables quite dramatically.

Three methods were used to reduce the number of variables bef
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dimensionality of the feature space will normally be much lower than the number of features rep-

resenting the spectrum, and in principle it should be possible to discard many of them with no
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Correlation coefficients can only be used when the variables can be ranked; when there were

more than two classes which could not be ranked, each pair of classes was examined in turn. A

correlation matrix was created for all the variables and this was examined in order to identify those

that were significantly correlated with the class of the spectrum. For many of the pairs of classes

examined in this research it was found that a number of variables had high correlations with the

class of the spectrum. This was the case for each of the three types of features used to represent

the spectra.
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Since correlation coefficients can only be used when the variables can be ranked It should be

noted that the calculation of correlation coefficients with class which have been arbitrarily assigned
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Firstly, display of the first two or three principal components for each subject on a scatterplot

may be useful for indicating which methods of classification may or may not be successful. For

example a compact class next to a disperse one will indicate that LDA is not appropriate but

that KNN classification may be [Massart et al., 1988]
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using the training set of cases whose class is known. A score is then assigned to each spectrum

of unknown class and this spectrum is assigned to a particular class on the basis of this decision

rule. Then the probability of that spectrum belonging to each class is estimated using equation 3.2.

Details of the SPSS program DISCRIM are given in the manual [Norusis, 1994]. This program

provides:

� the coefficients of the discriminant functions

� the classification results for each case (subject) together with the estimated probabilities of

the case belonging to each class

� the correlation coefficients of the linear discriminant function with each variable included

in the analysis

� the percentage of correctly classified cases for both the test and the training sets.

The steps for carrying out LDA were as follows:

1. Select a subset of the variables (on the basis of their correlation with the class of the subject)

and carry out a LDA of the whole data set,

2. Note the classification results, and also which of the variables which are most highly corre-

lated with the discriminant function (or functions when there are more than two classes)

3. Drop the variable which is least correlated with the discriminant function and repeat the

analysis.

4. If the results are improved or unchanged, add another variable and repeat

5. If not, replace that variable and remove the next least correlated variable

6. Continue this process until the classification results show no change and all the variables

have been added

7. Reduce the number of variables to approximately the number of spectra in the smallest class

divided by 3 by dropping those which have the lowest correlation with the discriminant

function.

This part was used to develop the discriminant rule. The following steps were used to test this

rule:

1. Using the selected variables carry out LDA on all but one of the cases, using the remaining

case as the test set

2. Repeat until each case has been tested.

4.5 Implementation

All the procedures for transforming and processing the spectra were implemented in the program-

ming language C++. This is an object-oriented programming (OOP) language which facilitates

modular software design by allowing the programmer to structure the programs in terms of classes
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cation, is fully automated. The methods that were used are discussed in detail, together with the

issues and problems that needed be dealt with at each stage of the development.

The main aim was to investigate methods that can be used to reliably and automatically classify

MRS data, using features that are extracted automatically using the whole spectrum, rather than

the selected metabolite resonances which are normally used to describe MRS data. Methods are

suggested for selection of features purely on the basis of their power to discriminate between

different types of spectra, using no prior knowledge of biochemistry.

Three types of features are suggested: peak heights, spectral datapoints and wavelet coeffi-

cients. Which type of feature is appropriate will depend on the particular set of data. Once the

features have been chosen and extracted from the spectra, correlation coefficients can be used to

select which features to use for the discriminant program, or for further feature reduction using

PCA.

Because pre-processing of the spectra and extraction of discriminatory features require meth-

ods specific to the particular type of data, the chapter concentrates most on these two stages. This

necessitated finding features which could represent the discriminatory information and which can

be extracted automatically.

A summary of the steps that need to be carried out at each of the stages in the development is

given below.

Stage 1 Spectral Processing

1. Pre-process FID by zero filling line broadening and removing dc component

2. Fourier transform FID to produce a Spectrum

3. Phase adjust

4. Inspect each spectrum

5. Align the peaks and reduce spectrum to region containing peaks

6. Normalise each spectrum

Stage 2 Feature Extraction

1. Plot mean spectra and identify differences

2. Carry out wavelet transform (optional)

3. Extract variables from spectra

4. Investigate correlations between variables

5. Calculate principal components of selected variables (optional)

6. Select subsets of variables

7. Select a subset of the extracted features using LDA

Stage 3 Classification
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Results

The previous chapter discussed the development of a prototype system to classify MRS data. Its

main purpose was to discuss in detail the practical problems that are involved in designing a system

for automatically classifying MRS data, together with the methods that can be used to for solving

these problems. The aim of this chapter is to describe in detail how the methodology described in

the previous two chapters was applied to the two sets of in vivo data:

� a set of 75 13C spectra obtained in vivo from healthy human volunteers of adipose tissue in

the leg

� a set of 55 31P spectra obtained in vivo from tumorous and normal tissues in rats.

The two specific aims of the work described in this chapter were:

1. to see whether it was possible to design a fully automated system for classifying these

spectra and

2. to develop and test methods for automatically extracting features which could be used to

discriminate between the different classes of spectra.

The initial investigation and development of the system was carried out using the 13C data set.

This data was very suitable for a preliminary study as the signal-to-noise ratio was relatively high

and because it had already been ascertained that it was possi
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normal and healthy and were classified as being either vegan (class 1, n=33), vegetarian (class

2, n=8) or omnivore (class 3, n=34), according to their stated dietary group. Vegetarians were

categorised as those who ate no animal flesh (including no fish), and vegans as those who ate no

animal products, for example eggs, cheese or milk. [Thomas et al., 1995].

The aim of the analysis carried out in this thesis was the development of a system to classify
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Pearson correlation coefficients were used for this analysis since these were more appropri-
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Table 5.1. Classification results using peak heights as the variables in the discriminant analysis

program.

Actual Class Total Cases Percent of Cases Assigned to Each Class

Vegan Omnivore

Vegan 33 87.9% (29) 12.1% (4)

Omnivore 34 2.9% (1) 97.1% (33)
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Table 5.4. Classification results using linear discriminant analysis employing wavelet coefficients

when the vegetarians were included.
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Chapter 6

Discussion

This thesis describes the investigation of pattern recognition techniques for the analysis of MRS

data and develops a fully automated prototype system for classifying in vivo spectra. The motiva-

tion for the project and relevant theory and background are given in Chapters 1–3. Chapters 4 and

5 then discuss the development of the system and the results of applying this system to two sets

of data. The purpose of this final chapter is to sum up the achievements of the work described in

this thesis, to discuss its limitations and to offer suggestions as to how the results from the system

might be presented.

This chapter is divided as follows:

� Original content

� Discussion of the limitations of the system

� Presentation of Results

� Final Words

6.1 Original Content
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was only ten, meaning that a maximum of three variables could be used in the linear discriminant

program.

These results are very encouraging for two main reasons. Firstly, they show that it is possible

to produce a system to classify these data in which all the stages including filtering, phasing,

peak alignment, feature extraction and classification is fully automated. To my knowledge this

is the first time a classification system has been developed to classify in vivr
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methods that were developed.

The small numbers of data restricted this study in a number of ways. Firstly, it ruled out

the possibility of investigating other classification methods such as non–parametric discriminant

analysis. While LDA produced reasonable classification results for the two sets of data in this

study, other methods may prove to be more suitable for a real system.

Secondly the small number of samples severely restricted the number of variables that could

be used in the discriminant program. Most authors advise that, in order to avoid the problem of

overfitting, the number of variables that are used in the discriminant program should be should be

no more than one third the number of samples in the smallest class [Massart et al., 1988] [Kowalski

and Wold, 1982]. This meant that for the 31
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as input and produces as output a classification for the signa



82 Chapter 6. Discussion

Stage 2 Classification

� The classification for the spectrum, together with the proba
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